



Secure File Monitoring System on Cloud 
ABSTRACT
            A key approach to secure cloud computing is for the data owner to store encrypted data in the cloud, and issue decryption keys to authorized users. Then, when a user is revoked, the data owner will issue re-encryption commands to the cloud to re-encrypt the data, to prevent the revoked user from decrypting the data, and to generate new decryption keys to valid users, so that they can continue to access the data. However,

since a cloud computing environment is comprised of many cloud servers, such commands may not be received and executed by all of the cloud servers due to unreliable network communications .Here, we solve this problem by proposing a timebased re-encryption scheme, which enables the cloud servers to automatically re-encrypt data based on their internal clocks. Our solution is built on top of a new encryption scheme, attributebased encryption, to allow fine-grain access control, and does not require perfect clock synchronization for correctness.
Existing System

The key problem of storing encrypted data in the cloud lies in revoking access rights from users. A user whose permission is revoked will still retain the keys issued earlier, and thus can still decrypt data in the cloud. A na’ıve solution is to let the data owner immediately re-encrypt the data, so that the revoked users cannot decrypt the data using their old keys, while distributing the new keys to the remaining authorized users. This solution will lead to a performance bottleneck,

especially when there are frequent user revocations.  An alternative solution is to apply the proxy re-encryption (PRE) technique. This approach takes advantage of

the abundant resources in a cloud by delegating the cloud to re-encrypt data. This approach is also called command-driven re-encryption scheme, where cloud servers execute reencryption while receiving commands from the data owner. However, command-driven re-encryption schemes do not consider the underlying system architecture of the cloud environment. A cloud is essentially a large scale distributed system where a data owner’s data is replicated over multiple servers for high availability. As a distributed system, the cloud will experience failures common to such systems, such as server crashes and network outages. As a result, re-encryption commands sent by the data owner may not propagate to all of the servers in a timely fashion, thus creating security risks.
PROPOSED SYSTEM

We propose a reliable re-encryption scheme in unreliable clouds (R3 scheme for short). R3 is a time-based re-encryption scheme, which allows each cloud server to automatically re-encrypt data based on its internal clock. The basic idea of the R3 scheme is to associate the data with an access control and an access time. Each user is issued keys associated with attributes and attribute effective times. The data can be decrypted by the users using the keys with attributes satisfying the access control, and attribute effective times satisfying the access time. Unlike the command-driven re-encryption scheme, the data owner and the CSP share a secret key, with which each cloud server can reencrypt data by updating the data access time according to its own internal clock. Even through the R3 scheme relies on time, it does not require perfect clock synchronization among cloud servers. Classical clock synchronization techniques that ensure loose clock synchronized in the cloud are sufficient. The main contributions are as follows:
1) We propose an automatic, time-based, proxy reencryption scheme suitable for cloud environments with unpredictable server crashes and network outages.
2) We extend an ABE scheme by incorporating timestamps to perform proxy re-encryption.
3) Our solution does not require perfect clock synchronization among all of the cloud servers to maintain correctness.
Algorithm Used 

Attribute Based Encryption (ABE) Algorithm

Main Modules:-

MODULES:
1) Data owner (DO):
 
 who has a large amount of data to be stored in the cloud; data owner  uses the secret key sk to preprocesses the file, which consists of a collection of n blocks, generates a set of public verification information that is stored in TPA, transmits the file and some verification tags to CSP, and may delete its local copy;

2) Cloud service provider (CSP): 
who provides data storage service and has enough storage spaces and computation resources; the data owner and granted clients need to dynamically interact with CSP to access or update their data for various application purposes. However, we neither assume that CSP is trust to guarantee the security of stored data, nor assume that the data owner has the ability to collect the evidences of CSP’s fault after errors occur.

3) Third party auditor (TPA): 

TPA, Who has capabilities to manage or monitor outsourced data under the delegation of data owner; TPA, as a trust third party (TTP), is used to ensure the storage security of their outsourced data. We assume the TPA is reliable and independent, and thus has no incentive to collude with either the CSP or the clients during the auditing process:

4) Granted applications (GA): 

who have the right to access and manipulate stored data. These applications can be either inside clouds or outside clouds according to the pecific requirements.


5) Cryptographic interactive audit scheme
:

We prove that this scheme retains the soundness property and zero-knowledge property of proof systems. These two properties ensure that our scheme can not only prevent the deception and forgery of cloud storage providers, but also prevent the leakage of outsourced data in the periodic verification for improving performance of audit services. To detect abnormal situations timely, we adopt a way of sampling verification at appropriate planned intervals.
System Specification

System Requirements:

Hardware Requirements:

· System

 : Pentium IV 2.4 GHz.

· Hard Disk        : 40 GB.

· Floppy Drive
: 1.44 Mb.

· Monitor
: 15 VGA Colour.

· Mouse

: Logitech.

· Ram

: 512 Mb.
S/W System Configuration:-

· Operating System            :Windows95/98/2000/XP 

· Application  Server          :   Tomcat6.0.18                               



· Front End                          :   HTML, Java, Jsp

·  Scripts                                :   JavaScript.
· Server side Script             :   Java Server Pages.

· Database                            :   mysql 5.0
· Database Connectivity      :   JDBC.
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