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Abstract—The amount of data generated by individuals and enterprises is rapidly increasing. With the emerging cloud computing paradigm, the data and corresponding complex management tasks can be outsourced to the cloud for the management flexibility and cost savings. Unfortunately, as the data could be sensitive, the direct data outsourcing would have the problem of privacy leakage. The encryption can be used, before the data outsourcing, with the concern that the operations can still be accomplished by the cloud. We consider the multikeyword similarity search over outsourced cloud data. In particular, with the consideration of the text data only, multiple keywords are specified by the user. The cloud returns the files containing more than a threshold number of input keywords or similar keywords, where the similarity here is defined according to the edit distance metric. We propose three solutions, where blind signature provides the user access privacy, and a novel use of Bloom filter’s bit pattern provides the speedup of search task at the cloud side. Our final design to achieve the search is secure against insider threats and efficient in terms of the search time at the cloud side. Performance evaluation and analysis are used to demonstrate the practicality of our proposed solutions.
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I. INTRODUCTION

CLOUD computing has become a new computing paradigm. Currently, an increasing number of individuals and enterprises are generating a huge amount of data every day. It is no longer economically feasible to maintain their own hardware and staffs for data management. Recently, a reasonable and popular choice to mitigate the burden of data management is to outsource the complex data management task to the cloud with the major benefit of cost savings. One may have concern that the cloud cannot always be trusted; it may purposely and unsolicitedly examine the outsourced data [1]. To keep the advantage of cost savings and protect the data privacy, the data, before outsourced to the cloud, need to be encrypted. Despite the success in gaining the data privacy, data encryption does not allow the cloud to answer the users’ queries on the data. A straightforward solution for the user to overcome such a difficulty is to simply download the entire data set. This, however, is practically infeasible because of the huge volume of the incurred bandwidth consumption.

The problem of retrieving information from the encrypted files has already been very challenging. In the context of outsourced cloud data, the problem is even aggravated by a large number of on-demand users and a huge amount of outsourced data files. Therefore, with the given considerations, it is extremely difficult to meet the requirements of both retrieval feasibility and system performance.

In the current use, text data that can be seen everywhere would be the one delivering the majority of information. An important method of retrieving information on the text data is the keyword search, in which only the text files containing the specific keywords are returned to the user. However, possibly due to the lack of the files perfectly matching the input keywords, the keyword search may return an empty result. In this sense, the user naturally turns to seek for the similar result. Here, the similar result could be the files containing part of input keywords or containing the words similar to the input keywords. Such similar keyword search can find numerous applications, such as record linkage [21] and biological database [32]. Due to its ability in enhancing system usability and overall user experience, the research on the similar keyword search has been conducted extensively. Unfortunately, most of them are considered without security and privacy concerns [18], [23]. Still, only a few research efforts on similar keyword search are done under the constraint of encrypted texts.

A. Related Work

Searchable encryption [7], [12]–[14], [22], [25], [27] is a cryptographic primitive developed for performing the keyword search over the encrypted data. The basic idea behind the very first searchable encryption is to encrypt each word in a text file individually. Then, as can easily be known, the search cost of the given basic searchable encryption would be very high. The subsequent research efforts are put to develop an index that can support more efficient keyword search. Another line of
research on searchable encryption is to enrich search predicates; therefore, conjunctive keyword search, subset query, and range query over encrypted data are also introduced. The advantage of searchable encryption is its provable security. Nevertheless, although different searchable encryption techniques are proposed, applying searchable encryption directly cannot tackle the similarity keyword search problem because it can only handle the exact keyword matching.

Recently, privacy-preserving keyword search [26], [30], such as secure ranked search, where only the files with better matching to the input keywords are returned, has been studied in the settings of single keyword [29] and multikeyword [15]. Nonetheless, in the setting of secure ranked search, only the number of keyword matches is concerned, and the similarity between the input keywords and the actual words in text is not taken into account. On a different front, privacy assured similarity search, where the files containing exactly the same keyword or containing similar keyword are returned, has also been studied. However, in the setting of privacy assured similarity research, only single keyword is allowed, restricting the practical use.

B. Problem Description

In this paper, we focus on privacy-preserving multikeyword similarity search (PPMKSS) over the outsourced cloud data. In the PPMKSS over the outsourced cloud data, the data are encrypted and then outsourced to the cloud. The user, after gaining the authorization, sends keywords to the cloud, which returns to the user the files containing as many keywords or their variants as possible. A more mathematical definition of multikeyword similarity search can be found in Section III-C.

Our problem is considered more difficult than the one in [15] and [29] because, in our problem, the keywords found in the returned result is allowed to be different from the input keywords. On the other hand, our problem is considered more challenging than the one in [31] because multiple input keywords are taken into account. Multikeyword similarity search, as stated in Section I, can find numerous applications.

A concrete example of multikeyword similarity search is that, when several keywords are input to Google, although some of them are misspelled, the webpages containing as many keywords closest to the input keywords as possible will be returned.

C. Contribution

Our contribution can be summarized as follows.

1) PPMKSS over the outsourced cloud data is considered for the first time in the literature.
2) We propose a user authorization scheme with the guarantee of user access privacy by using blind signature.
3) By taking advantage of keyword suppressing technique and the Bloom filter, we propose three PPMKSS solutions, namely, PPMKSS-1, PPMKSS-2, and PPMKSS-3, to achieve PPMKSS. The first one could be thought of as a natural extension of the method in [31]. In PPMKSS-2, we use Bloom filter as a tool to perform the private set intersection with the attempt to find out the satisfying files. PPMKSS-3 can be regarded as a hybrid method combining the advantages of PPMKSS-1 and PPMKSS-2. In particular, the last proposed solution is highly efficient in terms of the incurred storage and computation cost at the cloud side.
4) Simulation result and analysis are conducted to evaluate the proposed methods and guarantee the performance.

II. System Model

A. Notations

The system model considered in this paper is shown in Fig. 1, where the owner owns the data. In this paper, this amounts to the owner having a collection \( C = \{f_1, \ldots, f_n\} \) of text files. A predefined set \( W = \{w_1, \ldots, w_p\} \) of distinct keywords in \( C \) can be used to retrieve particular files. The owner outsources the data \( C \) to the cloud. However, to keep the data private, the data will be encrypted before outsourced to the cloud. Since the data could be valuable to the user, the user may purchase the authorization token to perform the multikeyword similarity search to access the data of interest. To achieve this goal, before returning the search result, the cloud checks whether the user has specific token to make sure the user is authorized to perform the search. An authorized user submits \( q \) keywords \( X = \{x_1, \ldots, x_q\} \) and two parameters \( \delta \leq q \) and \( d \) to the cloud. The parameter \( \delta \) is used to specify the minimum number of input keywords or their variants needed to be contained in the returned files, whereas the parameter \( d \) is used to specify the extent to which the input keywords are allowed to vary. The cloud performs similarity search over the encrypted data \( C \) and sends back all the set \( C_X \) of encrypted files that fulfill the requirement of similarity keyword search on input keywords \( X \). A more formal definition of the problem of PPMKSS over outsourced cloud data can be found in Section III-C.

B. Insider Threat

We consider an insider threat from the cloud. In particular, the cloud management or the staffs may have the privacy breach by checking the file contents stored in the cloud. In essence, a cloud with such an insider threat can be honest but curious. By honest, we mean that the cloud faithfully follows the designed protocols to interact with both the owner and user. For example, once the cloud finds \( C_X \), it faithfully returns \( C_X \) to the user. By curious, we mean that the cloud will look into each incoming message, trying to gain additional information. The honest-but-curious assumption is contrast to the so-called malicious
cloud, which might return part of results only, or in general, might not follow the designed protocol. In this paper, we only focus on how the cloud can respond to the similarity search request over the encrypted data. The consideration of honest-but-curious cloud is consistent with most of the searchable encryption research. Therefore, we only assume honest-but-curious cloud in this paper.

C. Design Goals

The following design goals will be achieved with the consideration of insider threats from the cloud.

1) Multikeyword similarity search: all of the files containing at least a threshold number of keywords similar to the input keyword specified by the user will be returned to the user.

2) Data privacy: The cloud cannot learn additional information from the outsourced encrypted data and the corresponding index.

3) Keyword-file association privacy: The cloud learns nothing about the association between files and keywords.

4) User access privacy: Both the owner and cloud cannot know which user is performing the multikeyword similarity search.

5) File access privacy: Both the owner and cloud cannot know which file is accessed more frequently.

6) Keyword access privacy: Both the owner and cloud cannot know which keyword is queried more frequently.

The given privacy guarantees are used to defend against the insider threats (see Section II-B). In particular, since the insider is able to have access to every file content, the data privacy is required to transform from one word to another. The operations considered here are character insertion, deletion, and replacement. Given a keyword $w$, the notation $S_{w,d}$ is used to represent the set of all possible keyword variants, each of which has edit distance less than or equal to $d$. In other words, for each $w' \in S_{w,d}$, $\text{ed}(w, w') \leq d$. We also note that the edit distance is always integer valued simply because of its definition.

B. Bloom Filter

As a probabilistic data structure, a Bloom filter consists of an array of $b$ bits. Together with $k$ independently and randomly selected hash functions, $h_1, \ldots, h_k$, with range $[0, b - 1]$, it is used to represent a set of elements with the support of membership query. Assume that a Bloom filter $B$ is used to represent a set $S = \{s_1, \ldots, s_m\}$ of $m$ elements. To insert an element $s_i$, the bits $B[h_j(s_i)]$ for $1 \leq j \leq k$ are set to 1. Note that the bit remains unchanged when being already set to 1. To check whether an element $x$ is in the set $S$, we can check whether the bits $B[h_j(x)]$ for $1 \leq j \leq k$ are all 1’s. If and only if they are all equal to 1, $x$ is deemed to be an element of $S$. The size $b$ of the Bloom filter is independent of the size of elements and can be constant, which is very memory efficient. Nevertheless, the membership query on the Bloom filter has false positive but has no false negative. In other words, it is probable to falsely consider an element that actually does not belong to $S$ as an element of $S$. In [9], such false-positive probability can be obtained as $\left(1 - \left(1 - \frac{1}{b}\right)^{km}\right)^k \approx \left(1 - e^{-km/b}\right)^k$. The optimization between the performance efficiency (e.g., array length or hash functions required) of the Bloom filter and the false-positive probability can be obtained, but it is beyond the scope of this paper. Note that one of the characteristics of the Bloom filter we use in the design of our proposed solutions is that the query result is always correct if the content to be queried is indeed stored in the Bloom filter.

C. Multikeyword Similarity Search

In the following, we define the problem of multikeyword similarity search over outsourced cloud data. Given a collection $C = \{f_1, \ldots, f_n\}$ of encrypted files, a set $W = \{w_1, \ldots, w_p\}$ of predefined distinct keywords, a set $X = \{x_1, \ldots, x_q\}$ of keywords, a threshold $d$ for the minimum edit distance, and a threshold $\delta$ for the minimum occurrences of keywords appearing in the file, the result of the multikeyword similarity search is $C_X$ such that, for each file $f \in C_X$, $\sum_{i=1}^q \beta_i \geq \delta$, where $\beta_i$ is defined as $\beta_i = |S_{k(i),d} \cap S_{w_i,d}|$ with $K(f) = \bigcup_{w} S_{w,d}$, where $w$’s are the keywords extracted from the file $f$, denoting the set of all keyword variants contained in the file $f$.

IV. PROPOSED METHODS

In this section, we propose three solutions to enable PPMKSS. The protocol that the user purchases the authorization token without compromising the user access privacy is presented in Section IV-A. The first solution, i.e., PPMKSS-1, described in Section IV-B, can be regarded as a direct extension of the method in [31]. The second solution, i.e., PPMKSS-2, which is described in Section IV-C, finds the keyword existence by leveraging the bit pattern of the Bloom filter. The third solution, i.e., PPMKSS-3, which is described in Section IV-D,
utilizes the bit pattern of the Bloom filter on the index, instead of on the files, to make sure whether a specific keyword is contained in a file. The notations frequently used in this paper are summarized in Table I.

### A. User Authorization

In our considered scenario, the user may access the files in the cloud by presenting the authorization token to the cloud first. More precisely, for the access control policy, we assume that once the user presents an authorization token to the cloud, the user is allowed to perform PPMKSS once. Moreover, after a particular authorization token is used for a search request, it is no longer valid. To perform another keyword search, the user is required to present another authorization token. The straightforward solution is to use the digital signature [5] to construct the authorization tokens. In particular, when the user purchases the authorization token, the owner signs and sends back the authorization token to the user. Hence, if the user has a need to perform the search, the user submits the signed token to the cloud. The cloud returns the search result if the signature on the signed token can be verified successfully. On the other hand, for the user access privacy, it is assumed that, although many users may gain the right to access the files in the cloud, the user does not want to leak the information about who is submitting a search request. Therefore, this use of the conventional digital signature cannot have the guarantee of the user access privacy.

To achieve the user access privacy, we propose to use blind signature protocol [11], which itself depends on the well-known Rivest–Shamir–Adleman (RSA) cryptosystem. The use of blind signature can have the guarantee that the owner signs and the cloud verifies the authorization token without knowing the user’s identity. In particular, as stated earlier, the blind signature is based on RSA. Thus, the owner creates the RSA key pair, the public key $\langle \mu, e \rangle$, and the private key $\pi$. Here, the public key $\mu = p_1 p_2$ is the product of two prime numbers $p_1$ and $p_2$.

#### Algorithm: The blind signature

1. The user picks a $\lambda$-bit random number $m$
2. The user picks a secret key $v$ satisfying $gcd(\mu, v) = 1$
3. The user sends $m^* = m^v \pmod{\mu}$
4. The owner returns $\sigma_m^* = (m^*)^d$
5. The user calculates $\sigma = v^{-1} \sigma_m^*$
6. The user keeps $(m, \sigma_m)$

Fig. 2. Blind signature.

and $e \in [1, \phi]$ is coprime to $\phi = (p_1 - 1)(p_2 - 1)$. In addition, $\pi$ is selected such that $e \pi = 1 \pmod{\phi}$. The public key $\mu$ here is usually chosen as a 1024-bit number for the sufficient security guarantee. Note that, in our use, the public key $e$ is used for the signature verification only. Because $e$ determines the computation cost at the cloud side and larger $e$ implies more computation cost, $e$ can be chosen to be 3 for achieving a very efficient signature verification. Afterward, the owner sends the public key to the cloud and keeps the private key confidential. This enables the cloud to verify the signed token while guaranteeing that no one can forge the signature.

The user is required to purchase the authorization token to perform the search. In our use, the authorization token is assumed a $\lambda$-bit random bit string, where $\lambda$ is a system parameter. Therefore, how the owner uses the blind signature is to sign a random bit string. More precisely, the procedure is that the user generates an authorization token and sends it to the owner. The owner signs the received authorization token and sends it back to the user. When the user wants to perform the search, it presents the signed authorization token to the cloud for the verification. As can be easily observed, the authorization token itself being a random number does not have a role in achieving the security. The importance comes from the signature associated with the token. Only if the signature can be verified successfully that the cloud returns the search result. The algorithms executed jointly by the owner and user to sign and obtain the signed authorization token is shown in Fig. 2. In Step 3, if the owner faithfully follows the protocol, the owner returns the $\sigma_m^*$ to the user. Note that $\sigma_m^*$ can be thought of as the signature of the authorization token anonymized by a random number $k$. In Step 4, one can easily see that $\sigma_m$ actually is a valid RSA signature on $m$ because

$$
\sigma_m = k^{-1} \sigma_m^* = k^{-1} m^d k^{ed} = k^{-1} m^d k = m^d \pmod{\mu}.
$$

(1)

In Fig. 2, one can know that the owner cannot know both $m$ and $\sigma_m$. This implies that the owner and cloud cannot distinguish the origins of two signatures, therefore achieving the user access privacy. In other words, even if the owner and cloud receive an authorization token, they cannot link it to the user who generates the token. Note that, although the authorization token can have different monetary value and therefore represents different numbers of authorized search requests, we do not consider such case in this paper. However, the proposed protocol can be extended to allow the authorization token with different monetary values in a straightforward way.

<table>
<thead>
<tr>
<th>Table 1: Notation Table</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
</tr>
<tr>
<td>$c_i$</td>
</tr>
<tr>
<td>$C$</td>
</tr>
<tr>
<td>$p$</td>
</tr>
<tr>
<td>$w_i$</td>
</tr>
<tr>
<td>$W$</td>
</tr>
<tr>
<td>$q$</td>
</tr>
<tr>
<td>$X$</td>
</tr>
<tr>
<td>$d$</td>
</tr>
<tr>
<td>$\delta$</td>
</tr>
<tr>
<td>$S_{w,d}$</td>
</tr>
<tr>
<td>$B$</td>
</tr>
<tr>
<td>$S_{w,d}$</td>
</tr>
<tr>
<td>$C_X$</td>
</tr>
<tr>
<td>$K(f)$</td>
</tr>
<tr>
<td>$F_w$</td>
</tr>
<tr>
<td>$C_{u,d}$</td>
</tr>
<tr>
<td>$H(S_{X,d})$</td>
</tr>
</tbody>
</table>
B. PPMKSS-1

1) Basic Idea: Inverted list is a fundamental technique to support keyword search. We thus still follow the notion of inverted list to have our design for similarity search.

Inverted list can be considered a 2-D array, each row of which consists of a tuple. The length of the array is equivalent to the number keywords that can be searched in the system. The first entry of each tuple is a keyword, whereas the second entry of each tuple consists of the file IDs that the corresponding files contain the keyword.

The basic idea to support multikeyword similarity search is to construct a very large inverted list such that, even if the input keywords are not included in the keywords predefined in the system, they still can be found in the inverted list. In this sense, the “similar” keywords can also be thought of as part of predefined keywords. Afterward, since many file IDs will be found including some of input keywords, some postprocessing will be conducted to identify the files that contain at least δ input keywords. An example can be shown in Fig. 3. It can be seen that each keyword is associated with a list of file IDs. Consider the first row for example. It describes that, files 1 and 32 contain the keywords “acid,” and the files 23, 442, and 500 contain the keyword “you.” The inverted list is beneficial to the exact keyword search. Consider an example where the input keywords are “acid” and “network.” The way the cloud responds to the search request is to perform the set intersection between {1, 32} and {1, 32, 33, 34, 56} with (the key k) of each element in SWd. Then, the cloud finds that there are two files, i.e., files 1 and 32, containing both input keywords.

2) Protocol Description: The proposed PPMKSS-1 method is shown in Fig. 4. There are two phases: preprocessing and searching. During the preprocessing phase, the owner constructs and sends out the index for the further searching purpose. During the searching phase, the authorized user sends the keywords to the cloud, and then the cloud returns the search result to the user.

The aforementioned method of constructing a very large inverted list is theoretically useful; however, it is practically useless. This is because the storage cost is overwhelming. For example, consider the keyword CLOUD. In the case of edit distance d, this implies \((\ell_w + 1 + \ell_w)^d 26^d\) more entries needed to be inserted to the inverted list, where \(\ell_w\) is the number of alphabets, because there are \((\ell_w + 1) + \ell_w\) positions that can be manipulated and each position has 26 possibilities for alphabets if only alphabets are considered. Obviously, directly constructing and maintaining such a huge inverted list would be a heavy burden. Thus, the technique of suppressing the length of inverted list \([20]\) will be used here.

The method of suppressing the inverted list is to use the wildcard \(\ast\) to succinctly represent many keyword variants by using one only keyword. For example, in the case of \(d = 1\), the variants of keyword CLOUD could be A CLOUD, B CLOUD, . . . , Z CLOUD, . . . if none of the suppressing method is used. However, if the suppressing technique is used, the given keyword variants could be represented as \(\ast\) CLOUD only, in which \(\ast\) can present all of the possibilities that the wildcard can be filled. An example can be found in Fig. 5. Obviously, once the suppressing technique is used, the wildcard representation can be significantly reduced, although in the given case, \(\ast\) CLOUD only represent A CLOUD, B CLOUD, . . . , Z CLOUD, and many of the other variants are to be transformed.
This directly implies that the length of the inverted list can also be significantly reduced. A concrete example of using the suppressing technique to suppress the keyword variants is shown in Fig. 6.

After the suppressing technique is used, the owner applies the cryptographic hash function to the first column of the inverted list (line 1 of preprocessing phase in Fig. 4), i.e., the owner calculates the corresponding hash. Afterward, the owner applies the encryption algorithm, such as Advanced Encryption Standard, to the second column of the inverted list (line 1 of preprocessing phase in Fig. 4), i.e., the user calculates the corresponding encrypted list of file IDs. Note that the owner actually generates two distinct secret keys first, and then use these two keys to calculate the hash and encryption, respectively. Finally, the owner sends such an encrypted inverted list to the cloud (line 2 of preprocessing phase in Fig. 4). Apparently, from the cloud point of view, the cloud, after receiving such an encrypted inverted list, cannot have much information. The cloud can only see a list of hash values and the encryptions. Without the secret key, the cloud cannot know the content of the encrypted inverted list.

Suppose that the user wants to perform the multikeyword similarity search, then it needs to purchase the authorization token from the owner. As stated in Section IV-A, the user can obtain the authorization tokens without the worry about the identity leakage. Therefore, in the following description, we assume that the user has obtained at least one authorization token and wants to perform the multikeyword similarity search. In this case, the user submits the authorization token to the cloud for the authorization verification purpose. The user’s search request will be denied if the authorization verification fails and will be further processed otherwise. In the case of the successful verification, the owner first calculates all of the possible keyword variants of the input keywords. Let $X = \{x_1, \ldots, x_q\}$ be the set of input keywords. The user computes $S_{x_i, d}, i \in [1, q]$, where $S_{x_i, d}$ denotes the set of all words with the edit distance $d$ to the input keyword $x_i$ (line 1 of searching phase in Fig. 4). In other words, each element in $S_{x_i, d}$ is either the input keyword itself or a variant of the input keywords. The reason that the user calculates such a set is to fit the setting of how the owner constructs the inverted list, where each element of the first column of the inverted list is a possible keyword variant. After that, the user computes the hashes of these keyword variants (line 1 of searching phase in Fig. 4). This procedure is also used to fit the setting of the encrypted inverted list. Here, the hash of the keyword variant is used as an index to look up the corresponding file IDs whose corresponding files contain the requested keyword.

After receiving the hashes from the user, the cloud searches for the matching in the encrypted inverted list (line 4 of searching phase in Fig. 4). However, instead of searching for the matching directly, the cloud searches for the matching for different categories. In other words, for each $S_{x_i, d}$, the cloud constructs a set $C_{x_i, d}$ of file IDs whose corresponding files contain the keywords specified in $S_{x_i, d}$. For example, if the file ID 35 is associated with an entry in $S_{x_i, d}$, then the file ID 35 is included in $C_{x_i, d}$. Such file IDs can be found by looking to the encrypted inverted list. After the construction of $C_{x_i, d}$, the cloud can be sure that each file in $C_{x_i, d}$ contains an input keyword variant. Thus, a natural way to discover which files contain at least $\delta$ input keywords is to examine the different combinations of the $C_{x_i, d}$. For example, in the case of $|X| = q = 3$ and $\delta = 2$, the cloud would have $C_{x_1, d}, C_{x_2, d}$, and $C_{x_3, d}$. Then, the cloud can perform the set intersection operation over the $C_{x_1, d}, C_{x_2, d}$, and $C_{x_3, d}$, i.e., the cloud calculates $C_{1,2} = C_{x_1, d} \cap C_{x_2, d}$, $C_{2,3} = C_{x_2, d} \cap C_{x_3, d}$, and $C_{1,3} = C_{x_1, d} \cap C_{x_3, d}$. Here, each time, only two $C_{x_i, d}$ are considered because of the $\delta$ specified in the user’s request. Obviously, we can see that, for example, the files in $C_{1,2}$ all contain at least two input keywords or their keyword variants. Finally, the cloud sends back $C_X = C_{1,2} \cup C_{2,3} \cup C_{1,3}$ to the user as the search result.

Once the user receives the result returned by the cloud, it decrypts the encrypted file IDs to obtain the files containing at least two specified keywords or their keyword variants.

The solution (see Fig. 7) can be used to solve the problem of PPMKSS. As can be easily seen, this method only has one parameter to be set. In particular, in the preprocessing phase, the owner constructs the inverted list and the corresponding encrypted inverted list. Here, only $d$ affects the storage cost at the cloud side. When the parameter $d$ is larger, more rows are considered in the inverted list and encrypted inverted list. In the search phase, the parameters $d$ and $\delta$ are user-specified parameters that can be variant because of different practical applications. They are also not the parameters required in
the solution. Nonetheless, the cloud has the heavy burden to calculate a large number of hashes to make sure which files contain the specified keywords. In the following, we take a different approach (as shown in Section IV-C) to find out the files with the specified input keywords.

C. PPMKSS-2

1) Basic Idea: Instead of using the inverted list, in PPMKSS-2, the owner uses a more direct way to do the keyword search. In particular, once the keywords are selected and associated with the file, when the input keywords are sent to the cloud, the cloud is able to find out the files containing the input keywords. However, this straightforward method implies two problems. First, since there would be a large number of keyword variants, directly comparing the keywords would be a heavy computation cost for the cloud. Thus, we propose to use the Bloom filter to store the keyword variant and at the same time offer a more efficient membership query at the cloud side. However, the induced problem from the use of the Bloom filter is that, because the Bloom filter represents the keyword variants, the cloud may also query the Bloom filter to know the keywords associated with the particular files, breaching the keyword privacy. To solve this problem, we propose to use different sets of hash functions to disable the cloud’s ability to check the keyword existence in files.

2) Protocol Description: The proposed PPMKSS-2 method is shown in Fig. 8. Before outsourcing the files to the cloud, the owner constructs a table, in which the first column consists of the file IDs, whereas the second column consists of the keywords and the keyword variants extracted from the corresponding file (line 1 of the preprocessing phase in Fig. 8). As can easily be known, such setting is completely opposite to the case in Section IV-B. Here, keyword variants are associated with the files, whereas in PPMKSS-1, the file IDs are associated with the keywords. As we can know from information retrieval literature, the setting in this section is more inefficient during the file retrieval. However, the setting in this section serves to explain the use of the Bloom filter in retrieving the files. A more practical solution will be presented in Section IV-D.

D. PPMKSS-3

The PPMKSS-2 method, although theoretically feasible, is very inefficient in terms of search time because the cloud needs to access each file to make sure whether the particular files contain the input keyword variants. Thus, in this section, we combine the idea about the encrypted inverted list in Section IV-B and the idea about the Bloom table in Section IV-C to construct a new data structure to support the PPMKSS.

PPMKSS-3 is shown in Fig. 10. The owner first constructs the inverted list as in Section IV-B. However, instead of con-
The cloud is also able to test the keyword existence for each file by the Bloom inverted list is directly outsourced to the cloud, the keyword variant is associated with a Bloom filter. However, if the file IDs in the inverted list are all added to a encrypted inverted list in Section IV-B.

The remaining procedures are exactly the same as those presented in the first solution. For example, in the case of $|X| = q = 3$ and $\delta = 2$, the cloud would have $C_{x_1,d}$, $C_{x_2,d}$, and $C_{x_3,d}$. Then, the cloud can perform the given estimation over the $C_{x_1,d}$, $C_{x_2,d}$, and $C_{x_3,d}$, i.e., the cloud calculates $C_{1,2} = C_{x_1,d} \cap C_{x_2,d}$, $C_{2,3} = C_{x_2,d} \cap C_{x_3,d}$, and $C_{1,3} = C_{x_1,d} \cap C_{x_3,d}$. Here, each time, only two $C_{x_i,d}$’s are considered because of the $\delta$ specified in the user’s request. Obviously, we can see that, for example, the files in $C_{1,2}$ all contain at least two input keywords or their keyword variants. Finally, the cloud sends back $C_X = C_{1,2} \cup C_{2,3} \cup C_{1,3}$ to the user as the search result.

V. PERFORMANCE EVALUATION AND SECURITY ANALYSIS

The current keyword search on commercial systems is implemented with the inverted list. Our proposed PPMKSS-2 method is not an inverted list-based approach and therefore not practically useful. The main purpose of PPMKSS-2 is to inspire us to increase the performance by taking advantage of the Bloom filter. Hence, we eventually decide not to include the numerical results in this paper.

A. Performance Evaluation

We evaluate the performance according to the storage cost, computation cost, and communication cost. First of all, the storage cost of three proposed solutions is highly efficient mainly due to the use of the suppressing technique and Bloom filter.
The use of the suppressing technique significantly shortens the length of the inverted list, directly implying the reduced storage cost. Moreover, the use of the Bloom filter further cuts the storage overhead of the inverted list because, in the original case, the hashes need to be stored in plaintext and cause a high storage burden, whereas after the use of the Bloom filter, the hashes can be all added to a single Bloom filter. Because in the proposed solutions, only membership query is concerned. The Bloom filter offers a storage-efficient way to accomplish the membership query in our proposed solutions.

On the other hand, the computation cost is also proportional to the storage cost because more storage cost implies that more elements need to be checked, resulting in more computation cost. In this sense, the use of suppressing technique and the Bloom filter also contributes to the computation overhead reduction. The computation cost reduction due to the use of the suppressing technique is obvious; furthermore, the comparison of PPMKSS-1 and PPMKSS-3, shown in Fig. 12, can also be used to show the computation overhead reduction due to the use of the Bloom filter. In Fig. 12, we can see that the computation cost of PPMKSS-1 grows steadily, whereas the computation cost of PPMKSS-3 remains stable. This can be explained in the following way. In the first solution, as $d$ becomes larger, the number of possible keyword variants also grows, which means that the length of the inverted list will be increased. As a consequence, the computation cost is increased as well because the cloud has to examine each element individually. However, in PPMKSS-3, only the number of common 0’s of two Bloom filters matters. Counting the number of 1’s from the intersection of two bit strings can be accomplished in logarithmic time. Therefore, the curve of the computation cost of PPMKSS-3 goes rather stable.

Moreover, the communication cost actually also depends on the use of the suppressing technique and the Bloom filter. In the first solution, since no Bloom filter is used, the user has to submit the hashes of all possible keyword variants individually. Therefore, the communication cost depends on the average length of the input keywords. However, in PPMKSS-3, the communication cost is determined by the number of keyword specified in the system. Note that, usually, the number of the keywords specified in the system is more than the number of keywords manually input by the user. Thus, compared with PPMKSS-1, PPMKSS-3 can achieve much lower communication cost. This can also be confirmed in Fig. 13.

B. Security Analysis

Our proposed solutions are supposed to fulfill the requirements stated in Section II-C. The first solution can be thought of as a natural extension of the method in [31]. In essence, only some postprocessing are further considered compared with the method in [31]. Thus, the security of our first solution directly inherits the security guarantee of the method in [31]. In addition, PPMKSS-3 strikes the balance between search performance and incurred overhead; here for simplicity, we only discuss the security analysis of PPMKSS-3.

PPMKSS-3 achieves the data privacy simply because the files are always encrypted from the cloud point of view. Thus, the cloud, without the access of the secret key, cannot know the file contents. In addition, because of the use of blind signature, the user access privacy can also be guaranteed. More specifically, both the owner and cloud cannot know which user ever submits or is submitting the search request to the cloud. Moreover, the keyword–file association privacy, keyword privacy, and file privacy can also be achieved simply because the keywords are not revealed in plaintext, and the files are always encrypted. Hence, the cloud is not able to infer the association between them or infer the frequently used keyword/file.

VI. CONCLUSION

We consider the problem of PPMKSS over outsourced cloud data, for the first time in the literature. With the keyword suppressing technique and the Bloom filter, three solutions, namely, PPMKSS-1, PPMKSS-2, and PPMKSS-3, are proposed as candidates for dealing with such search problem. In particular, PPMKSS-3 is highly efficient in terms of storage, computation, and communication overhead. Moreover, we also design a user authorization mechanism based on blind signature, to ensure the user access privacy. As a whole, based on our evaluation, the proposed schemes can be practically useful in offering PPMKSS.
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